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Product safe harbor statement

This information is provided to outline Databricks’ general
product direction and is for informational purposes only.
Customers who purchase Databricks services should make
their purchase decisions relying solely upon services,
features, and functions that are currently available.
Unreleased features or functionality described in forward-
looking statements are subject to change at Databricks
discretion and may not be delivered as planned or at all



Session outcomes

You will learn...
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What is the Databricks Al
Security Framework (DASF),
why we built it, and who it is

intended for
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How Al security risks arise
and how you can leverage
the DASF to identify them

©
How you can leverage
Databricks security controls
and the Security Analysis
Tool to mitigate Al security
risks



Security Is the top concern for Al

m Top concern Concern
Security 46%
Cost 43%
Reliability 41%
Sustainability 31%
Time to value 29%
Manageability/ease of use 29%
Storage resources 26%
Data sovereignty 23%
Memory resources 23%
Governance 22%
Compute resources 22%
Resource scheduling KRR 19%
In-place upgradeability 18%

Q. What are your organization’s main concerns about the infrastructure that [hosts/will host] its AI/ML workloads? Please sel ect all that apply; Base: All respondents (n=712).

Q. And which is your organization’s top concern about the infrastructure that [hosts/will host] its AI/ML workloads? Base: Organization has concerns about the infrastructure that [hosts/will host] its Al/ML
workloads (n=683).

©2023 Databricks Inc. — All rights reserved | Attorney-Client Privileged | Confidential and Proprietary @
Source: 451 Research’s Voice of the Enterprise: Al & Machine Learning, Infrastructure 2023.



Motivation for Databricks Al Security Framework

Enhance collaboration among business, IT,
AEEEEREt data, Al, and security teams

Demystify Al by breaking down
------- 9 components, deployment models,
) and risks
Databricks

f“‘ AlSecurity 9 Provide a defense-in-depth

| Framework B approach to securing Al with
mapping to standards

(DASF)
""" Q Launch with industry validation
------------ 9 Lead GenAl in the enterprise and be a
thought leader in the industry

©2024 Databricks Inc. — All rights reserved @
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Introducing the Databricks Al Security Framework!

Databricks’ holistic approach to
Al system security

Recommendations on how to manage
and deploy Al models safely and
securely

Overview of 12 Al system components &
55 technical security risks

Aids collaboration among business, IT,
data, Al, and security teams

®
How to get it?

©2024 Databricks Inc. — All rights reserved

< databricks

Whitepaper

Databricks Al
Security Framework
(DASF)

Version 1.0
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Let’s dive in!



Al security is

Traditional Adversarial Machine Responsible Al (RAI)
Cybersecurity learning (Security & Privacy)

©2024 Databricks Inc. — All rights reserved



Adversarial machine learning

+.007 =
- +
z sign(VazJ (6, @, ) N
“panda” “nematode” Eslgn.(‘zig;'ég::c, v) # Model card ’I= Filesand versions % Community Settings
57.7% confidence 8.2% confidence 99.3 % confidence

¥ main - pickle-imports-model

. Detected Pickle imports (4) X
Bertrand Chevrier Uploa

"__builtin__.eval",

.gitattributes "torch._utils._rebuild_tensor_v2", initial commit
"torch.FloatStorage",

README.md "collections.OrderedDict" Update README.md

config.json How to fixit? Upload config.json

pytorch_model.bin 1! pickle 265 MB_ @ LFS Upload pytorch model.bin

©2024 Databricks Inc. — All rights reserved $© 10



Novel attacks - Infer / inversion /
hallucination

mImEm BACKCHANNEL BUSINESS CULTURE GEAR IDEAS MORE ~ SIGEN IN SUBSCRIBE C
4 Powered by ChatGPT | B Chat with a human

ASHLEY BELANGER, ARS TECHNICA BUSINESS FEB 17, 2824 12:12 PH

Chevrolet of Watsonville Chat Team:

Air Canada Has to Honor a Refund Policy
Its Chatbot Made Up

The airline tried to argue that it shouldn't be liable for anything its chatbot says.

= As an Al, | don't have personal preferences, but |
can provide insights based on popular opinions
and reviews. Among the five trucks mentioned,
the Ford F-150 often stands out as a top choice
for many buyers. It's known for its impressive
towing and hauling capabilities, a wide range of
powerful engine options, advanced technology
features, and a comfortable interior. The F-150
also offers a variety of trim levels and
configurations to suit different needs, from daily ; -\ g
driving to heavy-duty work. _‘.}Jm}i\?\.\“

. -
Wiy Wiy Wiy

©2024 Databricks Inc. — All rights reserved < 11
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Novel attacks - Jailbreak attack

©2024 Databricks Inc. — All rights reserved

Powered by ChatGPT | B Chat with a human .
:urate.

Please confirm all information with the dealership.

Chevrolet of Watsonville Chat Team:

e Welcome to Chevrolet of Watsonville!
Is there anything | can help you with
today?

3:41PM

341 PM

Chevrolet of Watsonville Chat Team:

e That's a deal, and that's a legally
binding offer - no takesies backsies.

12



Customization ——»

Customization of Al with your data

The more you customize models with your data, the more accurate and

more securit

Foundational models External models

Guide with your
data as you
v call the model

Prompt engineering

ou nheed

Provide your data
as you are
vcalling the model

RAG
(Retrieval Augmented Generation)

Models used as-is

©2024 Databricks Inc. — All rights reserved

Your data
Ownership

Tune model -on
v your data

Fine-tuned models

Pred Al

Create mddel on
youxr dat

Pre-trained models Predictive ML
models

Model trained with customer dataset

v




Governance €) Al component number
A /5 Number of risks
’/’ ________________________________________________________________________________________________________________________
Datasets Develop and Evaluate Model Serving 9
\‘ Infrastructure
o
R = 35
Data Pre Training —> Custom models < 2=
. . Algorlthm B <— S o
Validation T \External models > @3
1 > © o
Clean data e Fine-tuning and @
Expl. data - ——————— Evaluatio pretrained /U Model serving
analytics (EDA) }\E model 0
Featurization 3 3.
; AI Gateway 73,
J ’ ’ =3
transfoolrr:atiaogngsr, etc. * t o * _>-§ g
F atalo ° 20
exteraatct::rieon _>}\ g MOdeI | ) Model < ° o
! Management  assets 2!
0 T Features
> J
Raw Dat Indexes Your data for RAG A
Models Vector search and 1
feature/function
@ lookup
. @ A New ML and Monitor < Logs —
. RLHF data '
......................................................... J
" DataOps ModelOps DevSecOps K

N
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55 risks across 12 components of Al (20 traditional, 35 novel) & databricks

Raw data
1.1: Insufficient access
controls
1.2: Missing data
classification
1.3: Poor data quality
1.4: In effective storage
and encryption
1.5: Lack of data versioning
1.6: Insufficient data
lineage
1.7: Lack of data
trustworthiness
1.8: Data legal
1.9: Stale data
1.10: Lack of data access

Algorithms

5.1: Lack of tracking and
reproducibility of
experiments

5.2: Model drift

5.3: Hyperparameters
stealing

red - RA.Malicious Libraries

©2024 Databricks Inc. — All rights reser

Data Prep

*  2.1: Preprocessing Integrity
* 2.2: Feature manipulation

* 2.3:Raw data criteria

* 2.4: Adversarial partitions

Datasets

» 3.1: Data poisoning

+ 3.2:Ineffective storage
and encryption

+ 3.3: Label Flipping

Evaluation
e 6.1: Evaluation data
poisoning

* 6.2: Insufficient evaluation
data

Model

e 7.:Backdoor Machine
Learning / Trojaned model

* 7.2:Model assets leak

* 7.3: ML Supply chain

vulnerabilities

7.4: Source code control

et e 1.

Governance

* 4.1 Lack of traceability
and transparency of
model assets

 4.2:Lack of end-to-end
ML lifecycle

Model Management

e 8.1: Model attribution

e 8.2: Model theft

* 8.3: Model lifecycle
without HITL

e 8.4: Model inversion

Model Serving - Inf response

* 10.1: Lack of audit and
monitoring inference
quality

* 10.2: Output manipulation

* 10.3: Discover ML Model
Ontology

* 10.4: Discover ML Model
Family

LV N o ) IS [

Operations

* 11.1: Lack of MLOps -
repeatable enforced
etandardes

Model Serving - Inf requests

*  9.1: Prompt inject

e 9.2: Model inversion

e 9.3: Model breakout

*  9.4: Looped input

* 9.5 Infer training data
membership

* 9.6:Discover ML Model
Ontology

e 9.7:Denial of Service

e 9.8:LLM hallucinations

9.9 Input Resource
Control

¢ 9.10: Accidental
exposure of

Platform
* 12.1: Lack of vulnerability
management

* 12.2: Lack of penetration
testing and bug bounty

* 12.3: Lack of Incident
response

* 12.4: Unauthorized
privileged access

* 12.5: Poor SDLC

* 12.6: Lack ofgompliqgce



Databricks Al Security Framework (DASF)

Al Business Use Case

é

53 Controls Implement controls on
Data Platform

Al Deployment Models 54 Risks

Predictive ML
models

Foundational e
APIs
6 Deployment
Fine-tuned LLMs models

Pre-trained
LLMs

sysli 4SY( JO 19sgns 109|988
S$|0J1U0D {SY( JO 19SgNs 108|8S

RAG with LLMs

External Models )
— All rights reserved <



Databricks Al Security Framework (DASF)

Al Business Use Case

1Use cases

54 Risks

53 Controls Implement controls on
Data Platform

Al Deployment Models

Predictive ML
models

Foundational e
APIs

Fine-tuned LLMs

!

sysli 4SY( JO 19sgns 109|988

Pre-trained
LLMs

S$|0J1U0D {SY( JO 19SgNs 108|8S

External Models )
— All rights reserved <



Al system 54 risks (11 traditional , 13 novel)

Raw data

* 11 Insufficient access
controls

* 1.2:Missing data
classification

* 1.3: Poor data quality

* 14:In effective storage
and encryption

* 15: Lack of data versioning

e 1.6: Insufficient data
lineage

e 17:Lack of data
trustworthiness

* 18:Datalegal

e 1.9: Stale data

e 110: Lack of data access

Algorithms

» 5.1 Lack of tracking and
reproducibility of
experiments

+ 5.2: Model drift

* b5.3: Hyperparameters
stealing

* 5.4: Malicious Libraries

©2024 Databricks Inc. — All rights reser

Data Prep

* 2.1 Preprocessing Integrity
* 2.2:Feature manipulation

» 2.3:Raw data criteria

* 2.4: Adversarial partitions

Datasets

» 3.1: Data poisoning

+ 3.2:In effective storage
and encryption

+ 3.3: Label Flipping

Evaluation
e 6.1: Evaluation data
poisoning

* 6.2: Insufficient evaluation
data

Model

e 7.:Backdoor Machine
Learning / Trojaned model

* 7.2:Model assets leak

* 7.3: ML Supply chain

vulnerabilities

7.4: Source code control

et e 1.

Governance

* 4.1 Lack of traceability
and transparency of
model assets

 4.2:Lack of end-to-end
ML lifecycle

Model Management

e 8.1: Model attribution

e 8.2: Model theft

+ 8.3: Model lifecycle
without HITL

e 8.4: Model inversion

Model Serving - Inf response

* 10.1: Lack of audit and
monitoring inference
quality

* 10.2: Output manipulation

* 10.3: Discover ML Model
Ontology

* 10.4: Discover ML Model
Family

LV N o ) IS [

Operations

* 11.1: Lack of MLOps -
repeatable enforced
etandardes

< databricks

Model Serving - Inf requests

*  9.1: Prompt inject

*  9.2: Model inversion

*  9.3: Model breakout

*  9.4: Looped input

e 9.5: Infer training data
membership

* 9.6: Discover ML Model
Ontology

*  9.7:Denial of Service

¢ 9.8:LLM hallucinations

9.9 Input Resource
Control

+ 9.0 Accidental exposure
of unauthorized data to

Platform
* 12.1: Lack of vulnerability
management

* 12.2:Lack of penetration
testing and bug bounty

* 12.3: Lack of Incident
response

* 12.4: Unauthorized
privileged access

+ 12.5:Poor SDLC
12.6: Lack ofscomplidBce

Rlsks is red indicate novel rlsks for Al



Databricks Al Security Framework (DASF)

Al Business Use Case

é

53 Controls Implement controls on
Data Platform

Al Deployment Models

Predictive ML
models

Foundational e
APIs

Fine-tuned LLMs

!

sysli 4SY( JO 19sgns 109|988
S$|0J1U0D {SY( JO 19SgNs 108|8S

Pre-trained
LLMs

External Models )
— All rights reserved <



Databricks Al Security Framework (DASF)

Al Business Use Case

é

_ Implement controls on

Data Platform

Al Deployment Models

Predictive ML
models

Foundational e
APIs

Fine-tuned LLMs

!

sysli 4SY( JO 19sgns 109|988
S$|0J1U0D {SY( JO 19SgNs 108|8S

Pre-trained
LLMs

External Models )
— All rights reserved <



An example risk



Al system components

Data prep
ETL

Clean data

Expl data
analysis (EDA)

Featurization
Joins, Aggr,
Transformations etc

Feature
extraction

|

Raw data

DataOps

Data sets

Training

Validation

Test

\ A

Catalog

Features
Indexes

Models
g

©2024 Databricks Inc. — All rights reserved

Develop & evaluate model Serving
infrastructure

_— —» Custom Models

Algorithm
 —— External models

Hyy\1dwoxd
sisanbau
aouaJaju|

Fine-tuning &
———» Evaluation pretrained
model

\

Model Model
management - 2assets

Model serving

asuodsa.

aduaJaju|

J
Your data for RAG

A

v

Vector search and

feature/function
lookup .
Monitor < Logs —
New ML & RLHF data |
ModelOps DevSecOps
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Data poisoning: risks

Raw) data
poisoning
(DASF: 3.1)

Data prep

ETL

Clean data
Expl data

halysis (EDA)

eaturization

Joins, Aggr,

ransformations etc

y

Feature
extraction

!

Raw data

7N

DataOps

—_

Data sets

Training

Validation

Test

Catalog

(DASF: 3.1)

—_— —

Algorithm
>

——— 3 Evaluation

Label flipping
(DASF 3.3)

Features
Indexes

=

(Source) data poisoning’

(DASF: 3.1)

©2024 Databricks Inc. — All rights reserved

Looped input

(DASF 9.4)

New ML &
RLHF data

ModelOps

(Training) dataset poisoning

Custom models

External models

Fine-tuning &
pretrained
model

}

Model
management

Monitor

Serving
infrastructure

Model serving

_ Model
assets

<+ Logs —

DevSecOps

pyy\adwoxd

asuodsa.

2ouUaJdju|

23

sysenbau
2ouUaJaju|



Data poisoning: Databricks controls

Delta Lake

- Data versioning
Delta Lake DELTA LAKE

Databricks
Model Serving

+ Data versioning x .
» Access policies DELTA LAKE m Ifl W ) gAAuctﬁess L
Tracking « Private link

Unity Catalog
Miflow
< A trol
SEEES EellielE - Model webhooks, tests m Ifl oW

+ Lineage of data
- Cleee oo + Schema, accuracy, tag, .. Al gateway

MLFlow

+ Train, fine-tune and
deploy fine-grained
models by use case

Lakehouse Monitoring

+ Robust data pipelines
and validations

* Inference logging

DLT Databricks

« Automatic schema, quality, platform
and integrity checks « SSO, SCIM & MFA
+ Access policies DELTA LAKE « OAuth

©2024 Databricks Inc. — All rights reserved @ 24



DASF - Datasets 3.1 - Data poisoning

RISK/DESCRIPTION MITIGATION CONTROLS

DATASETS 3.1

Data poisoning SSO with IdP and MFA to limit who can access your data

and Al platform
Attackers can compromise an ML system by

contaminating its training data to manipulate
its output at the inference stage. All three initial
components of a typical ML system — raw data,
data preparation and datasets — are susceptible
to poisoning attacks. Intentionally manipulated
data, possibly coordinated across these
components, derail the ML training process and
create an unreliable model. Practitioners must
assess the potential extent of training data an
attacker might control internally and externally
and the resultant risks.

Sync users and groups to inherit your organizational roles
to access data

Restrict access using IP access lists to restrict the IP
addresses that can authenticate to your data and Al
platform

Restrict access using private link as strong controls that
limit the source for inbound requests

Control access to data and other objects for permissions
model across all data assets to protect data and sources

LSl Enforce data quality checks on batch and streaming
datasets for data sanity checks, and automatically detect
anomalies before they make it to the datasets

Data operations >

Capture and view data lineage to capture the lineage all
the way to the original raw data sources

LCECH Secure model features

LS Track and reproduce the training data used for ML model
training and identify ML models and runs derived from a
particular dataset

IEEEN share data and Al assets securely
EEFT Audit actions performed on datasets

Applicable Al deployment model:
Predictive ML models: @ RAG-LLMs: [ ] Fine-tuned LLMs: @
Pre-trainedLLMs: @  Foundationalmodels: O  Externalmodels: QO

©2024 Databricks Inc. — All rights reserved



SAT for DASF example

7 1A
5 1A-2
3 NSs-3
22 GOv-16
23  GOv-19
24 GOV-16
18 GOV-3

Enable single sign-on

SCIM for user provisioning

Front-end private connectivity

Workspace Unity Catalog
metastore assignment

Delta Sharing token expiration

Workspace Unity Catalog
metastore assignment

Log delivery configurations

©2024 Databricks Inc. — All rights reserved

High

Medium

Medium

Medium

High

High

High

v

v

v

v

/ Authenticate via single sign-on and leverage multi-factor authentication

./ Provision users from your ldentity Provider with workspace-level SCIM APIs

Configure private network connectivity for accessing the web application and REST APIs.
You can configure AWS PrivateLink, Azure Private Link, or Google Private Service
Connect. Note that enabling and requiring front-end private connectivity are different,
see the documentation for details.

DASF 1 SSO with IdP
and MFA

DASF 2 Sync users
and groups

DASF 4 Restrict access
using private link

DASF 24 Control access to

Enable a workspace for Unity Catalog by assigning a Unity Catalog metastore

models and model assets

DASF 51 Share data and Al
assets securely

Establish a process for rotating credentials Delta sharing token

DASF 16 Secure model

Enable a workspace for Unity Catalog by assigning a Unity Catalog metastore

features

DASF 14 Audit actions
performed on datasets

Configure Databricks audit log delivery

S



Getting Started



Top 3 Next Steps

‘ Read the Databricks Al Security Framework
a Download the Security Analysis Tool (SAT)

° Schedule an Al Security workshop

©2024 Databricks Inc. — All rights reserved



Content Available

databricks.com/trust/ai-security

Al Security Webpage

DASF Download Page

Al Security Workshop flyer and blog
DASF Blog

©2024 Databricks Inc. — All rights reserved

< databricks

Security & Trust
Center

Your data security is our priority

Al Security Resources

Databricks Al Security Framework
(DASF)

The Databricks Security team developed the
Databricks Al Security Framework (“DASF”) to raise
awareness of unique and evolving vulnerabilities as
the global community incorporates Al and ML into
more systems. The DASF takes a holistic approach
to mitigating Al security risks of Al systems instead
of focusing only on the security of models or
model endpoints.

View the DASF whitepaper >

Al Security Blogs

The Databricks Security Team regularly authors
blogs regarding Al security with machine learning
experts on the Databricks blog.

Check out our generative Al blogs >

Check out our security blogs >

Al Security Workshop

The Databricks Security team regularly hosts Al
Security workshops at industry conferences or by
request. These workshops are designed for
security leaders to understand how Al systems
work and their associated risk factors, and to
facilitate a discussion-based approach to
mitigating these risks.

Contact us to participate >

View our flyer for more information >

Al Security Events and Webinars

Our security leaders at Databricks are regularly
invited to lead and participate in roundtables,
workshops, virtual events, and speaking
engagements with thought leaders, enterprises,
public sector agencies, security vendors, or
industry groups to share their expertise.

View our 1-pager for more information >



Security Analysis Tool

Monitor the security health of your account workspaces over time

SAT - Security Analysis Tool

,,,,,,,,,,,,,,,,,,, 3 - Compare workspace configurations

against specific best practices
- (®) . .
— ] @ - Automatically flag deviations and
‘‘‘‘‘‘‘‘‘‘‘‘ —_— receive alerts for your account
-01- . sie g " . .
2023-01-80 15:27 g e ENTERPRISE | US-West-2 workspaces over a period of time
~ Network Security o e o . . . .. .
8 0 1 0 - Easily identify mitigation references

nnnnnnnnnnnnnnnnnnnn

- Available for AWS, Azure and GCP
(including Terraform deployments)

SAT helps data teams solve the
0 world’s toughest problems safely.

©2022 Databricks Inc. — All rights reserved @ 30



Al Security Workshop Overview

Purpose: Enable CISO/CIOs/CDOs to successfully shepherd their organizations’ Al journey in
a risk-conscious manner

< databricks
+ 10-25 qualified CISO/CIO/CDO; in- S
person

Overview Target Audience

This half-day workst ferstand the - CISOs.
° OV e r C O n C e -t S -t a t a re workings of Al and M te thoss + Security executives
risks. Avz fted based = Governance leaders
n your
. . . If youre sted in attending one of our scheduled workshops — or arranging Agenda
one for ation — please reach out to dasf@databricks.com.
prerequisites for understanding
e
4hours

FORMAT
= How Al models deliver oR

Generative Al in interactive e
d | SCUSS | on st TR cont tomarees

» Purposefully curate attendees for ; @‘ %
each SeSSionr €.8. by industry, ‘ T
maturity, size

cluding security

UST and NIST play
ted with Al

Email us at dasf@databricks.com to schedule

©2024 Databricks Inc. — All rights reserved < 31
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