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This information is provided to outline Databricks’ general 
product direction and is for informational purposes only. 
Customers who purchase Databricks services should make 
their purchase decisions relying solely upon services, 
features, and functions that are currently available. 
Unreleased features or functionality described in forward-
looking statements are subject to change at Databricks 
discretion and may not be delivered as planned or at all

Product safe harbor statement
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Session outcomes
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You will learn…

What is the Databricks AI 
Security Framework (DASF), 
why we built it, and who it is 

intended for

How AI security risks arise 
and how you can leverage 
the DASF to identify them

How you can leverage 
Databricks security controls 

and the Security Analysis 
Tool to mitigate AI security 

risks
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Q. What are your organization’s main concerns about the infrastructure that [hosts/will host] its AI/ML workloads? Please sel ect all that apply; Base: All respondents (n=712).
Q. And which is your organization’s top concern about the infrastructure that [hosts/will host] its AI/ML workloads? Base: Organization has concerns about the infrastructure that [hosts/will host] its AI/ML 
workloads (n=683).

Source: 451 Research’s Voice of the Enterprise: AI & Machine Learning, Infrastructure 2023.

Security is the top concern for AI
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Databricks Security Summary
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Enhance collaboration among business, IT, 
data, AI, and security teams

Demystify AI by breaking down 
components, deployment models, 
and risks

Provide a defense-in-depth 
approach to securing AI with 
mapping to standards

Launch with industry validation 

Lead GenAI in the enterprise and be a 
thought leader in the industry

1

D a t a b r i c k s  
AI Se c urit y  
Fra m e work

(DASF)

Motivation for Databricks AI Security Framework 
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Built with industry wide collaboration
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Introducing the Databricks AI Security Framework!

Recommendations on how to manage 
and deploy AI models safely and 
securely

Overview of 12 AI system components & 
55 technical security risks 

Aids collaboration among business, IT, 
data, AI, and security teams 

Databricks’ holistic approach to 
AI system security 

How to get it?
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Let’s dive in!
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AI security is 
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Traditional 
Cybersecurity

Adversarial Machine 
learning 

Responsible AI (RAI)
(Security & Privacy)
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Model evasion attack

Model evasion attack

Adversarial machine learning

Trojan model attack
(Model Serialization attack)



©2024 Databricks Inc. — All rights reserved 11

Lacking enterprise context

Novel attacks - Infer / inversion / 
hallucination
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No guardrails against attacksNo guardrails against attacks

Novel attacks - Jailbreak attack
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Models used as-is

Model trained with customer dataset

Customization of AI with your data

The more you customize models with your data, the more accurate and 
more security you need

RAG
(Retrieval Augmented Generation)

Fine-tuned models

Pre-trained models

Gen AI

Provide your data
as you are 
calling the model

Tune model on 
your data

Create model on 
your data

C
us

to
m

iz
at

io
n

Your data 
Ownership

Prompt engineering

Guide with your 
data as you 
call the model

13

Pred AI

Predictive ML 
models

Foundational models                        External models 
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Catalog

Features

Indexes

New ML and 
RLHF data

DataOps DevSecOps

Monitor Logs

ModelOps

Inference 
req

uests
Inference 
resp

onse

Serving 
Infrastructure

Model 
assets

Model serving

Model 
Management

Data Prep

Develop and Evaluate Model

Algorithm

Evaluation

Raw Data

Feature 
extraction

ETL

Fine-tuning and 
pretrained 

model

Custom models

External models

Clean data

Expl. data 
analytics (EDA)

Featurization
Joins, aggr, 

transformations, etc.

Datasets

Training

Validation

Test

Prompt/RAG

1

2
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8

9

10

10
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# AI component number
Number of risks

Models

Operations and Platform
11 12

Governance

5
4

4
2

4

1 6

34

2

10

AI Gateway

Vector search and 
feature/function 

lookup

Your data for RAG



©2024 Databricks Inc. — All rights reserved

Raw data 
• 1.1: Insufficient access 

controls 
• 1.2: Missing data 

classification
• 1.3: Poor data quality 
• 1.4: In effective storage 

and encryption 
• 1.5: Lack of data versioning
• 1.6: Insufficient data 

lineage
• 1.7: Lack of data 

trustworthiness
• 1.8: Data legal
• 1.9: Stale data
• 1.10: Lack of data access 

logs

Data Prep 
• 2.1: Preprocessing Integrity 
• 2.2: Feature manipulation 
• 2.3: Raw data criteria 
• 2.4: Adversarial partitions

Datasets
• 3.1: Data poisoning
• 3.2: Ineffective storage 

and encryption
• 3.3: Label Flipping

Governance
• 4.1: Lack of traceability 

and transparency of 
model assets

• 4.2: Lack of end-to-end  
ML lifecycle

Algorithms
• 5.1: Lack of tracking and 

reproducibility of 
experiments

• 5.2: Model drift 
• 5.3: Hyperparameters 

stealing
• 5.4: Malicious Libraries

Model 
• 7.1: Backdoor Machine 

Learning / Trojaned model 
• 7.2: Model assets leak
• 7.3: ML Supply chain 

vulnerabilities 
• 7.4: Source code control 

attack

Model Management 
• 8.1: Model attribution
• 8.2: Model theft
• 8.3: Model lifecycle 

without  HITL
• 8.4: Model inversion

Model Serving - Inf requests
• 9.1: Prompt inject
• 9.2: Model inversion
• 9.3: Model breakout 
• 9.4: Looped input 
• 9.5: Infer training data 

membership
• 9.6: Discover ML Model 

Ontology
• 9.7: Denial of Service
• 9.8: LLM hallucinations
• 9.9: Input Resource 

Control
• 9.10: Accidental 

exposure of 
unauthorized data to 
models

Model Serving - Inf response
• 10.1: Lack of audit and 

monitoring inference 
quality 

• 10.2: Output manipulation
• 10.3: Discover ML Model 

Ontology 
• 10.4: Discover ML Model 

Family 
• 10.5: Black box attacks
Operations
• 11.1: Lack of MLOps -

repeatable enforced 
standards

Platform
• 12.1: Lack of vulnerability 

management 
• 12.2: Lack of penetration 

testing and bug bounty 
• 12.3: Lack of Incident 

response
• 12.4: Unauthorized 

privileged access 
• 12.5: Poor SDLC
• 12.6: Lack of compliance

Evaluation
• 6.1:  Evaluation data 

poisoning 
• 6.2:  Insufficient evaluation 

data

55 risks across 12 components of AI (20 traditional , 35 novel)

Red = Novel Riska
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AI Business Use Case

Datasets

AI Deployment Models

1 Use cases 

Select sub
set of D

A
SF risks

Implement controls on  
Data Platform

Stakeholders

Compliance

Applications

Predictive ML 
models

Fine-tuned LLMs

RAG with LLMs

Pre-trained 
LLMs

Foundational 
APIs

External Models 

6 Deployment 
models

54 Risks

Select sub
set of D

A
SF controls

53 Controls

1

2

3 4

Databricks AI Security Framework (DASF)
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AI Business Use Case

Datasets

AI Deployment Models

1 Use cases 

Select sub
set of D

A
SF risks

Implement controls on  
Data Platform

Stakeholders

Compliance

Applications

Predictive ML 
models

Fine-tuned LLMs

RAG with LLMs

Pre-trained 
LLMs

Foundational 
APIs

External Models 

RAG

54 Risks

Select sub
set of D

A
SF controls

53 Controls

1

2

3 4

Databricks AI Security Framework (DASF)
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Raw data 
• 1.1: Insufficient access 

controls
• 1.2: Missing data 

classification
• 1.3: Poor data quality
• 1.4: In effective storage 

and encryption
• 1.5: Lack of data versioning
• 1.6: Insufficient data 

lineage
• 1.7: Lack of data 

trustworthiness
• 1.8: Data legal
• 1.9: Stale data
• 1.10: Lack of data access 

logs

Data Prep 
• 2.1: Preprocessing Integrity 
• 2.2: Feature manipulation 
• 2.3: Raw data criteria 
• 2.4: Adversarial partitions

Datasets
• 3.1: Data poisoning
• 3.2: In effective storage 

and encryption
• 3.3: Label Flipping

Governance
• 4.1: Lack of traceability 

and transparency of 
model assets

• 4.2: Lack of end-to-end  
ML lifecycle

Algorithms
• 5.1: Lack of tracking and 

reproducibility of 
experiments

• 5.2: Model drift 
• 5.3: Hyperparameters 

stealing
• 5.4: Malicious Libraries

Model 
• 7.1: Backdoor Machine 

Learning / Trojaned model 
• 7.2: Model assets leak
• 7.3: ML Supply chain 

vulnerabilities 
• 7.4: Source code control 

attack

Model Management 
• 8.1: Model attribution
• 8.2: Model theft
• 8.3:  Model lifecycle 

without  HITL
• 8.4: Model inversion

Model Serving - Inf requests
• 9.1: Prompt inject
• 9.2: Model inversion
• 9.3: Model breakout
• 9.4: Looped input
• 9.5: Infer training data 

membership
• 9.6: Discover ML Model 

Ontology
• 9.7: Denial of Service
• 9.8: LLM hallucinations
• 9.9: Input Resource 

Control
• 9.10 Accidental exposure 

of unauthorized data to 
models

Model Serving - Inf response
• 10.1: Lack of audit and 

monitoring inference 
quality

• 10.2: Output manipulation
• 10.3: Discover ML Model 

Ontology 
• 10.4: Discover ML Model 

Family 
• 10.5: Black box attacks
Operations
• 11.1: Lack of MLOps -

repeatable enforced 
standards

Platform
• 12.1: Lack of vulnerability 

management 
• 12.2: Lack of penetration 

testing and bug bounty 
• 12.3: Lack of Incident 

response
• 12.4: Unauthorized 

privileged access 
• 12.5: Poor SDLC
• 12.6: Lack of compliance

Evaluation
• 6.1:  Evaluation data 

poisoning 
• 6.2:  Insufficient evaluation 

data

AI system 54 risks (11 traditional , 13 novel)

Risks is red indicate novel risks for AI
18
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AI Business Use Case

Datasets

AI Deployment Models

1 Use cases 

Select sub
set of D

A
SF risks

Implement controls on  
Data Platform

Stakeholders

Compliance

Applications

Predictive ML 
models

Fine-tuned LLMs

RAG with LLMs

Pre-trained 
LLMs

Foundational 
APIs

External Models 

RAG

25 Risks

Select sub
set of D

A
SF controls

53 Controls

1

2

3 4

Databricks AI Security Framework (DASF)
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AI Business Use Case

Datasets

AI Deployment Models

1 Use cases 

Select sub
set of D

A
SF risks

Implement controls on  
Data Platform

Stakeholders

Compliance

Applications

Predictive ML 
models

Fine-tuned LLMs

RAG with LLMs

Pre-trained 
LLMs

Foundational 
APIs

External Models 

RAG 

24 Risks

Select sub
set of D

A
SF controls

34 Controls

1

2

3 4

Databricks AI Security Framework (DASF)
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An example risk
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AI system components

DataOps DevSecOps

Monitor Logs

ModelOps

Inference 
req

uests
Inference 
resp

onse

Serving 
infrastructure

Model 
assets

Model serving

Model 
management

Data prep

Develop & evaluate model

Algorithm

Evaluation

Raw data

Feature 
extraction

ETL

Fine-tuning & 
pretrained 

model

Custom Models

External models

Clean data

Expl data 
analysis (EDA)

Featurization
Joins, Aggr, 

Transformations etc

Data sets

Training

Validation

Test

Prompt\RAG
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New ML & RLHF data

Catalog

Features

Indexes

Models Vector search and 
feature/function 

lookup

Your data for RAG
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New ML & 
RLHF data

DataOps DevSecOps

Monitor Logs

ModelOps

Inference 
req

uests
Inference 
resp

onse

Serving 
infrastructure

Model 
assets

Model serving

Model 
management

Data prep

Develop & evaluate model

Algorithm

Evaluation

Raw data

Feature 
extraction

ETL

Fine-tuning & 
pretrained 

model

Custom models

External models

Clean data

Expl data 
analysis (EDA)

Featurization
Joins, Aggr, 

Transformations etc

Data sets

Training

Validation

Test

Catalog

Features

Indexes

Prompt\RAG

Data poisoning: risks

Looped input
(DASF 9.4)

(Raw) data 
poisoning
(DASF: 3.1) 

(Source) data poisoning
(DASF: 3.1)

(Training) dataset poisoning
(DASF: 3.1)

Label flipping 
(DASF 3.3)

23
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New ML & 
RLHF data

DataOps DevSecOps

Monitor Logs

ModelOps

Inference 
req

uests
Inference 
resp

onse

Serving 
infrastructure

Model 
assets

Model serving

Model 
management

Data prep

Develop & evaluate model

Algorithm

Evaluation

Raw data

Feature 
extraction

ETL

Fine-tuning & 
pretrained 

model

Model

External models

Clean data

Expl data 
analysis (EDA)

Featurization
Joins, Aggr, 

Transformations etc

Data sets

Training

Validation

Test

Catalog

Features

Indexes

Prompt\RAG

Delta Lake
• Data versioning 
• Access policies

DLT
• Automatic schema, quality, 

and integrity checks 
• Access policies

Lakehouse Monitoring
• Robust data pipelines 

and validations
• Inference logging

Databricks 
Model Serving
• IP Access Lists
• OAuth
• Private link

Delta Lake
• Data versioning

Unity Catalog
• Access controls
• Lineage of data
• Classification

Mlflow
• Model webhooks, tests
• Schema, accuracy, tag, ..

MLFlow
• Train, fine-tune and 

deploy fine-grained 
models by use case

Databricks 
platform
• SSO, SCIM & MFA 
• OAuth

Data poisoning: Databricks controls

Tracking

AI gateway

24
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DASF - Datasets 3.1 - Data poisoning 
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SAT for DASF example
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Getting Started

27
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Top 3 Next Steps

Read the Databricks AI Security Framework

Download the Security Analysis Tool (SAT)

Schedule an AI Security workshop

1

2

3
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Content Available

• AI Security Webpage
• DASF Download Page
• AI Security Workshop flyer and blog
• DASF Blog

databricks.com/trust/ai-security
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- Compare workspace configurations 
against specific best practices

- Automatically flag deviations and 
receive alerts for your account 
workspaces over a period of time

- Easily identify mitigation references 

- Available for AWS, Azure and GCP 
(including Terraform deployments)

SAT helps data teams solve the 
world’s toughest problems safely.

30

Security Analysis Tool
Monitor the security health of your account workspaces over time
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AI Security Workshop Overview

• 10-25 qualified CISO/CIO/CDO; in-
person

• Cover concepts that are 
prerequisites for understanding 
Generative AI in interactive 
discussion

• Purposefully curate attendees for 
each session, e.g.: by industry, 
maturity, size

Purpose: Enable CISO/CIOs/CDOs to successfully shepherd their organizations’ AI journey in 
a risk-conscious manner

Email us at dasf@databricks.com to schedule

mailto:dasf@databricks.com
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